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1. Introduction 
Despite significant progress in gender equality, there are still key gender gaps particularly in 

education, health, right to job opportunities and other basic needs of livelihood. Case instance is in 

Afghanistan under the control of the Taliban, there have been news of violation against women and 

girls’ rights.  There are evidences that the Taliban will implement policies that will restrain women and 

girl from accessing education, confinement to their home or even denying them access to most jobs [1]. 

Hence, gender inequality and other associated issues are major problem in our world. International donor 

agencies, such as World Bank, European Union, African Development Bank (AfDB) and many others, 

identifies gender identity system as a vital stepping-stone for the female, particularly, as a means of 

empowering and given them access to peculiar services and other privileges as a citizen [2]. An effective 

gender identification system has been discovered to be an important enabler for attaining a number of 

key development results toward eradicating gender inequality, poverty and financial exclusion. 

The good thing is that there are several methods to verify the identity of people. However, biometric 

system offers a better approach for personal identification with numerous gains over other methods [3]. 
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 Despite tremendous advancements in gender equality, there are still 

persistent gender disparities, especially in important human activities. 

Consequently, gender inequality and related concerns are a serious problem 

in our global society. Major players in the global economy have identified 

the gender identity system as a crucial stepping stone for bridging the 

enormous gap in gender-based problems. Extensive research conducted by 

forensic scientists has uncovered a unique pattern hidden in the fingerprint 

and these distinguishing characteristics of fingerprints can be utilized to 

determine the gender of individuals. Numerous research has revealed 

various fingerprint-based approaches to gender recognition. The purpose 

of this research is to present a novel dynamic horizontal voting ensemble 

model with hybrid Convolutional Neural Network and Long Short Term 

Memory (CNN-LSTM) deep learning algorithm as the base learner to 

automatically determine human gender attribute based on fingerprint 

pattern. More than four thousand Live fingerprint images were acquired 

and subjected to training, testing and classification using the proposed 

model. Result of this study indicated over 99% accuracy in predicting 

person’s gender. The proposed model also performed better than other 

state-of-the-art model such as ResNet-34, VGG-19, ResNet-50 and 

EfficientNet-B3 model when implemented on SOCOFing public dataset.  
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Biometric system as the science concerning the numerical analysis of human characteristics [4]. 

Biometric systems are usually built to recognize a particular human trait such as hand geometry, voice, 

fingerprint, face, iris, DNA, gait, palm print and keystroke dynamics [5]. Some of these traits have been 

used in gender based classification researches. In ealier study, Machine learning method was used in 

identifying gender through facial images  [6], [7]. Fingerprints, however, have been acclaimed to be the 

most known and used biometric solutions to authenticate people in biometric systems [8]. Fingerprint 

system is a keenly researched area in biometric technologies [9]. It is one of the most well-known 

biometrics across the globe for personal recognition and identification of computerized systems. 

Fingerprint identification is popular because of its uniqueness and inherent ease in acquisition [4]. It has 

been successfully applied in law enforcement and forensics to identify suspects. Fingerprints are 

composed of many ridges and furrows, and they are a unique marker of a person as no two identical 

fingerprints have ever been found, that’s why we have the statement that every individual has a unique 

impression of fingerprints and that makes fingerprint based technology widely accepted and much 

desirable system [10]. From the fingerprint pattern it has been discovered that other ancillary 

information (e.g., gender, age, race) can be determined [11]. This ancillary information is called soft 

biometrics. They are soft because they are not sufficient enough to uniquely identify individuals, but can 

be used to complement the identity information offered by the primary biometric identifiers. 

Results from an extensive research study by forensic scientist have discovered unique pattern 

embedded in the fingerprint and have concluded that a closer look at the minutia of the fingerprint can 

provide a clue to a person’s gender and other rich information about an individual [12]. These unique 

features of fingerprints can be used in differentiating between individuals by their gender. The earliest 

mentioning of soft biometrics such as gender was aimed at using it to filter large biometric databases, to 

limit the number of searches. Detecting particular fingerprint in a large database during fingerprint 

identification process usually demand high computational complexity with respect to time and hardware 

resources. However, the search can be aided by knowing, for example, the gender of the individual 

involved in the search. The field of soft biometrics is increasingly gaining attention over traditional 

biometrics and recent researches are tilting toward the field as potential replacement for traditional 

biometric [13]. Reasons behind this development is due to the non-intrusiveness and seamless approach 

for recognition of soft biometrics features. 

Many studies have demonstrated different approaches to human gender recognition based on 

fingerprint pattern. Recently, ResNet-34 [10], VGG-19, ResNet-50 and EfficientNet-B3 model [14] 

have been used for automatic fingerprint recognition. The deep learning has greatly improved both 

precision and detection efficiency when used in image classification applications [15], [16], [17],[18]. 

Early approach of Neural Network to gender classification based on fingerprint images was proposed by 

[19]. The researchers analyzed a dataset of 10 fingerprint images for 2200 people of different gender and 

age using feature extraction techniques. Neural networks, Fuzzy C-means, and linear discriminant 

analysis were used, and classification results of 88.5%, 80.39%, and 86.5% were obtained, respectively. 

In [20], an alternative study that aimed at determining the gender based on finger ridge count within a 

distinct region of Southern India was presented. A sample of 550 rolled-finger fingerprints was taken, 

in which 275 were male and female each, all of them in the age limits of 18 - 65 years. The application 

of Bayes’ theory in this study revealed that a fingerprint possessing ridge density less than 13 ridges per 

25 mm2 is most likely to be of male. Likewise, a fingerprint having a ridge count greater than 14 ridges 

per 25 mm2 is most likely to be of female. The outcomes of the research indicated that women of South 

Indian origin have significantly higher ridge count (mean = 14.14) when compared to men (mean = 

12.57). The females have an ominously greater ridge count than their male counterparts.  

Similar study presented the different techniques for gender identification using fingerprints [21]. 

The study proposed a novel method to evaluate gender by examining fingerprint using Fast Fourier 

Transform (FFT), Discrete Cosine Transform (DCT) and Power Spectral Density (PSD). The study 

employed a dataset of 220 persons within different age and gender and identifies the frequency domain 

approaches as the most efficient method, because of its flexibility and less computation time required 

when compared with the spatial domain approaches. Result shows 90% matches for female samples and 
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79% matches for male samples. Research based on wavelet transforms and Singular Value 

Decomposition (SVD) methods for fingerprint based gender classification was conducted by [22]. A 

sample of 3570 fingerprints was taken, in which 1980 fingerprints for males and 1590 fingerprints for 

females. Authors proposed a new method for classifying gender based on fingerprint images, by using 

DWT and SVD. The techniques considered the spatial features of the singular value decomposition, 

which includes the internal structure of the fingerprint images and the frequency features of the wavelet 

domain which improved performance in gender classification. The result indicated that the female 

fingerprints show significantly higher classification rates than those of males. Gender classification of 

91.67% and 84.69% for male and females, respectively. 

In the region of Uttarakhand, fingerprint was used to determine gender [23]. The fingerprints were 

obtained from125 males and 125 females between the ages of 18-60 years. The mean value of the ridges 

of the fingerprints collected was calculated. The results indicated that there are significant differences in 

epidermal ridge density between males and females and also supports the construct that the ridge density 

of women’s fingerprints is statistically significantly greater than men. The outcome of the experiment 

shows that fingerprint ridge of <12 ridges/25 mm2 are more probable of male while fingerprint ridge of 

>14 ridges/25 mm2 are more probable of female. A novel method to classify gender from fingerprint 

using two combined methods of wavelet transformation to extract fingerprint features and pass the 

output to back-propagation neural network algorithms for the final gender classification was presented 

by [24]. The experimentation was performed using a fingerprint database of 275 male and 275 female 

fingerprints and obtained a classification accuracy of 91.45%. In investigating the relationship between 

the fingerprint ridge densities and the gender of a person, [25] conducted an experiment on the 

population of persons who were born and lived in northern Malaysia. The sample of the experiment 

consists of 25 males and 25 females, totaling 50 participants selected from the age group of 18-60 year. 

The results of the study further supported the claim that that fingerprint ridges of <12 ridges/25mm2 is 

probable for male and fingerprint ridges >14 ridges/25mm2 is likely to be for female. The outcome of 

the experiment concluded that in Malaysia also, women tend to have a greater ridges density compared 

to men.  

Further research to understudy and analyzed the fingerprints and gender prediction among medical 

students of Nepal medical college and teaching hospital [26]. The sample size for the study was 200 

medical students (100 males and 100 females) with their ages ranging from 18-25 years. Using the Henry 

Classification System, the system that allocate individual finger number according to the position in the 

hand starting with the right thumb and ending with the left little finger as number ten. Fingerprint 

patterns are classified into Loop (60-70%); Whorl (25- 35%); Arch (5%-7%) and Composite (2- 3%). 

The results of the study indicated that the loops fingerprint pattern occurred most while the arches 

fingerprint patterns were the least common. The result further indicated that the males have a higher 

frequency of loops and females have a higher frequency of whorls. Application of deep learning approach 

for gender classification based on fingerprint was carried out by [10]. The authors used a pre-trained 

deep Convolutional Neural Networks (CNNs) for classification. Transfer learning based on ResNets-34 

model was employed to train the network (CNN). The experiment was carried out on the publicly 

available SOCOFing dataset. The CNN attained an accuracy of 75.2% for the classification of gender.  

Related study on deep learning approach for gender classification was conducted and 62% 

performance accuracy on the level of a single minutia was obtained [27]. Also, a study on fingerprint 

pattern distribution in all ten fingers among Malaysian Tamils for gender determination for use in crime 

scene investigation [28], was carried out. The study used 280 adult Malaysian Tamils living mostly in 

Peninsular Malaysia. Out of 280 study subjects, 140 are males and 140 are females with age range of 18 

to 55 years. Using inking plate, the fingerprints were examined under a magnifier and the patterns and 

it indicated that the males had a dominant arch pattern in both hands and left hand comparatively shows 

higher frequency than the right while the females possessed a higher frequency of whorl pattern 

compared to males. The result showed 56%, 30.8% and 13% for loop pattern, whorl and least arch 

pattern respectively. Latest work by [14] employed the use of deep learning methods for gender 

classification from fingerprint image. The network trained end-to-end learning of 8,000 images. The 
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network was validated on 1,520 images with 360 images for the testing. State-of-the-art models 

particularly VGG-19, ResNet-50 and EfficientNet-B3 model were used to train from scratch. Among 

the three models, EfficientNet-B3 model attained the best accuracy of 97.89% for training, 69.86% for 

validating and 63.05% for testing. Similarly, [29] conducted a study on human gender classification 

based on each of the five finger type and carried out the performances evaluation of the various trained 

deep learning models. The study also revealed performance improvement from fusion amongst the finger 

types. The overall gender classification accuracies of 91.3% was reported for the best proposed fusion 

scheme. 

Summarily, most of the deep learning approaches adopted for classification are complex and 

sophisticated models, some of which were pre-trained on huge dataset. The complex structure translates 

into high training cost time and lots of computational resources. There is the need for improvement in 

model performance accuracy with moderate dataset with simpler architecture and with less 

computational time. This paper aims to propose a novel dynamic horizontal voting ensemble system 

with hybrid Convolutional Neural Network and Long Short Term Memory (CNN-LSTM) algorithm 

as the base learner to automatically recognize human gender trait based on fingerprint pattern. The 

advantage of LSTMs is in the ability to selectively recollect patterns for an extensive period of time while 

CNNs are excellent in feature extraction. This makes the hybrid model better than other state-of-the-

art models such as CNN, RCNN, Fast RCNN, Faster RCNN and LSTM. Hence the motivation to use 

Deep CNN-LSTM network in this study. The dataset used for this paper was acquired through a live 

scan and subjected to preprocessing in order to reduce the noise. The remainder of this article is 

organized as follows: Section II defined the dataset used and methodology adopted for the study; section 

III discussed the results obtained from the experiment. Finally, the conclusions and future works are 

described in section V. 

2. Method 
Gender classification based on fingerprints is a complex technique; therefore, a robust machine 

learning approach must be designed for this task. This section elaborates on the design methodology 

and model analysis. Fig. 1 shows the framework of the proposed Dynamic Horizontal Voting Ensemble 

(DHVE) approach. Four phases are involved in the implementation; first data collection and 

preprocessing. Second phase, model development and training. The final two phases are the dynamic 

ensemble selection and the prediction phase. 
 

 
 

Fig. 1.  System Architecture of the Proposed DHVE model for Soft Biometric Classification 

2.1. Data Collection 
In this study, a total of 450 Nigerian participants had their fingerprints scanned. The ten (10) 

fingerprints of each individual were acquired, resulting in a total sample size of 4,500 images out of which 

2470 are for male subjects while 2030 belong to female subjects. To provide for dataset balance and 
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fairness, only 2030 subset images from male subjects were utilized for the gender classification 

experiment  show in Table 1. The fingerprint images were labeled with features such as image ID, 

gender, age group, ethnicity, and finger type labels (i.e. the thumb, index, middle, ring, and little finger 

labels), as depicted in Fig. 2. 

 

Fig. 2.  Fingerprint image attribute 

The classification of gender is a two-class (binary) problem: male and female 

Table 1.  Dataset distribution according to gender 

Biometric Class Training Set Test Set Total 
Male 1,624 406 2,030 

Female 1,624 406 2,030 

Total 3,248 812 4,060 

 

2.2. Data Preprocessing 
The dataset was first preprocessed using the histogram equalization technique. This was 

accomplished by evaluating all of the grey levels steadily over the image's histogram [30], [31]. Next, a 

bilateral filter was applied to further improve the quality of the fingerprint images. Typically, this filter 

is utilized for image smoothing and denoising while preserving edges. Bilateral filter is an improvement 

on the Gaussian filter, which frequently obscures vital edge information because it blurs everything, 

regardless of whether it is noise or an edge. The formula for Gaussian blurring can be expressed as 

follows: 

 𝐺𝐺𝐺𝐺[𝐼𝐼]𝑝𝑝 =  ∑ 𝐺𝐺𝜎𝜎(∥ 𝑝𝑝 − 𝑞𝑞 ∥) 𝑞𝑞∈𝑆𝑆 𝐼𝐼𝑞𝑞  (1) 

Where Gσ(x) denote the 2D Gaussian kernel. Gaussian filtering works by calculating the pixel 

intensity-weighted average of positions next to each other in a way that decreases weight based on the 

distance to the midpoint p. Pixel q is defined by the Gaussian Gσ(||p − q||), where σ is the element 

describing the neighborhood size. The bilateral filter, denoted by BF[I], is defined by: 

𝐺𝐺𝐵𝐵[𝐼𝐼]𝑝𝑝 = 1
𝑊𝑊𝑃𝑃

 ∑ 𝐺𝐺𝜎𝜎𝑠𝑠(∥ 𝑝𝑝 − 𝑞𝑞) 𝐺𝐺𝜎𝜎𝑟𝑟�𝐼𝐼𝑝𝑝 −  𝐼𝐼𝑞𝑞� 𝐼𝐼𝑞𝑞𝑞𝑞∈𝑆𝑆    (2) 

where Wp is the normalization parameter to ensure pixel weights sum to 1.              

𝑊𝑊𝑝𝑝 =  ∑ 𝐺𝐺𝜎𝜎𝑠𝑠(∥ 𝑝𝑝 − 𝑞𝑞) 𝐺𝐺𝜎𝜎𝑟𝑟�𝐼𝐼𝑝𝑝 −  𝐼𝐼𝑞𝑞� 𝐼𝐼𝑞𝑞𝑞𝑞∈𝑆𝑆   (3) 

Parameters σs and σr will define the degree of filtering for the image I in equation (2). 

2.3. Base Model Architecture 
The hybrid Deep Convolutional Neural Network-Long Short Term Memory (Deep CNN-LSTM) 

model was used as the base model for this experiment show in Fig.3.   The structure of the CNN model 

is made up of two convolutional layers, two maxpooling layers, and two fully-connected layers. The CNN 

and LSTM models work together by changing the shape of the CNN's output into (batch size, H, 

W*channel), where H and W are the image's height and width, respectively. This will lead to 3D data 

that the LSTM layer will use. The reshape sub-routine is activated by the lambda function. The LSTM 
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model is connected to the dense and softmax activation function layers that are used for the final 

prediction. Each of the used LSTM layers were made with 16 and 96 units respectively. For final 

classification, the output of the LSTM layer is fed into the fully connected (FC) output layer with a 

Softmax activation 

 

Fig. 3.  Architecture of CNN-LSTM 

2.4. Proposed Dynamic Selection Scheme for Horizontal Voting Ensemble 
In the current horizontal voting ensemble method, ensemble members are chosen on purpose from 

a predetermined point during a single run. In contrast, the proposed dynamic ensemble selection 

approach builds a horizontal voting ensemble for prediction by dynamically selecting proficient models 

based on validation accuracy measure during base learner training on the training set. This method lets 

the best-performing models be part of the prediction ensemble. In this study, the base model was 

optimized for 150 epochs with a mini-batch size of 128 and a validation split of 0.2. In Algorithm 1, the 

proposed method for dynamically selecting the ensemble member for the horizontal voting ensemble is 

shown. Each training epoch is saved if the model's accuracy is equal or greater than the predetermined 

threshold set. Then, the best subset of the saved models is chosen based on the required ensemble size 

needed to make prediction. Algorithm 1 show in Fig. 4. 

1. Input 

2. Data: Dset = DTrn Ս DTest, DTrn ∩ DTest = Ø 

3. Parameters: N, n 

4. Initialize Kmember, En = [ ] 

5. Initialize threshold 

6. Procedure 

7.     for all i in range N:  

8.           Use DTrn for one epoch training 

9.           if ModelAccuracy ≥ threshold: 

10.    model.save(filename(i))  

11.       end for 

12. Kmember = load_all_model saved 

13. Sort Kmember by ModelAccuracy 

14. for i in range (1, n): 

15.  En = En U Kmember (i)  

16. end if 

17. Output: En, n 

Fig. 4.  Algorithm Dynamic ensemble selection phrase 

Algorithm 2 demonstrates the process of dynamically choosing a classifier for the final prediction. 

An ensemble member formed by algorithm1 was delivered as input to algorithm2. A maximum epoch 

of 150 was utilized during the experiment, with an ensemble size ranging from 1 to 50. As a result, 

algorithm 2 provides the general algorithm for the dynamic selection approach to horizontal voting 

ensemble. The dynamic approach was used at two key points in the development of the model. First, 
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when choosing which model to form part of the ensemble, and second, in determining the best 

prediction score from either a single classifier or the ensemble score. Algorithm 2 show in Fig. 5. 

1. Input: Trained n members models for voting ensemble En= {e1,..en} and evaluate on  

2. test datasets Dtest = {Dt1,..,Dt5} 

3. Ensemble score Enscore, 

4. Initialization: Preds, Modelscores = [ ] 

5. Initialization: Modelmax, Subset, Single_Score 

6. Procedure 

7.     for all i in range n: 

8.           Subset = En [:i]   

9.            if iteration <= i then  

10.                      Put Dtest into Subset(iteration), get softmax output vector predi 

11.                      Add predi to Preds  

12.                      Iteration = iteration + 1 

13.          end if 

14.         Pred = ∑ predipredi  ∈ Preds 
predi  

15.         Enscore = argmax(Pred) 

16.         for j in range (1, i+1):   

17.                   Single_Score = En[j-1]. predict(Dtest) 

18.                   Modelscores = Modelscores  Single_Score 

19.         end for 

20. Iteration = 1 

21.    end for 

22.    Modelmax = max(Modelscores)   

23.    If Modelmax  outperform Enscore then Enscore = Modelmax  

24.    Output: Enscore 

Fig. 5.  Dynamic horizontal voting ensemble 

3. Results and Discussion 
The classification performance of the model for gender classes Male and Female is shown in Table 2 

respectively. 

Table 2.  Classification performance DHVE model 

 

Both classes Female and Male have Precision, Recall and F1-score that is close to 1. This result 

shows that most positive samples and non-positive samples are classified correctly (for Precision values), 

while most True Positives were identified and classified correctly (for Recall Scores). The F1 score of > 

0.5 imply that the model responds well to imbalance data. The proposed model gives an overall accuracy 

of 99% as shown in Table 3. 

Table 3.  Overall Classifications Performance of Proposed Model 

Classification Parameter Precision Recall f1-score support 
   Accuracy 

  

0.99 812 

   macro avg 0.99 0.99 0.99 812 

weighted avg 0.99 0.99 0.99 812 

Fingerprints Precision Recall F1-Score Support 
Female 0.99 0.98 0.99 406 

Male 0.98 0.99 0.99 406 
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Fig. 6 highlights the confusion matrix of the proposed model. Correct prediction of 402 and 399 

were made for the male and female gender respectively. The model however, wrongly classified 7 of the 

Female gender as Male while 4 of Male fingerprint were wrongly classified as Female. The confusion 

matrices show the classification performance for each classes. 

 
Fig. 6.  Confusion Matrix of the Proposed Model 

Fig. 7 shows the Receiver Operator Characteristics (ROC) Curve of the proposed DHVE Model. It 

shows the Probabilistic Curve that plots the True Positive Rate (TPR) against the False Positive Rate 

(FPR) at various thresholds values. The orange line indicates the classifier's ROC curve, and the blue 

line the point at which TPR = FPR. The Area Under the Curve (AUC) value was near perfect for gender 

classes under consideration with the ROC curve closer to the coordinate (0,1) at value of 0.99 accuracy. 

 

Fig. 7.  The Receiver Operator Characteristics (ROC) Curve of the proposed DHVE Model. 

Fig. 8 shows the performance comparison of the proposed DHVE model with CNN-LSTM and 

HVE model. In Fig. 8, the Line Plot summarizing the performance of the base model (CNN-LSTM) 

in blue colour, horizontal voting ensemble in green colour and the proposed dynamic horizontal voting 

ensemble model in orange colour. With an ensemble size of 1-50 members, the average accuracy for 

CNN-LSTM, HVE and DHVE models are 0.977, 0.982 and 0.984. The proposed method result (i.e. 

Orange line) has 0.984 accuracy score and the flattened from ensemble size 20 shows the model stability 

in terms of model’s sensitivity to fluctuations in the data. 
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Fig. 8.  Line Plot showing DHVE and other Model Performance for Gender Classification 

3.1. Comparison with classical networks 
To further validate the generalization and classification performance of the proposed model, it was 

trained on a publicly available dataset, the SOCOFing dataset, and the results were compared to those 

of other models trained on the same dataset. Previous experiment on the same public dataset includes; 

ResNet-34 [10], Systematic Pixel Counting (SPC) [32], Deep Convolutional Neural Network (DCNN) 

[29], Dense Dilated Convolution (DDC)-ResNet [33]. The result of existing models in comparison with 

the proposed model (DHVE), after training is shown in Table 4. 

The 6000 images in the publicly available Sokoto Coventry Fingerprint Dataset include 4770 images 

of male participants and 1230 images of female participants [34]. To give a fair comparison, we only use 

a subset of 1230 images of male participants and all available images of females. Moreover, this prevents 

the model from favoring any particular class and reduces the likelihood of overfitting. The dataset was 

splited 80, 20 for training and testing respectively. Fig. 9 shows the confusion matrix for the proposed 

model applied to the SOCOFing dataset. The correct predictions for males and females were 121 and 

120, respectively. However, the model incorrectly classified three female fingerprints as male and two 

male fingerprints as female. 

 

Fig. 9.  Confusion Matrix for DHVE model on SOCOFing dataset 
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Table 4.  Classification Performance of DHVE model on SOCOFing Dataset 

Classification 
Parameter 

    Classes Precision recall f1-score Support     Classes 

    Female 0.98  0.98 0.98 123     

 Male 0.98 0.98 0.98 123  

Accuracy    0.98     246 Accuracy 

   macro avg  0.98 0.98 0.98 246    macro avg 

weighted avg   0.98 0.98 0.98 246 weighted avg 

 

The Comparison with other existing models on the same dataset is shown in Table 5. 

Table 5.  Comparison of the proposed with existing results 

 

The main results of this study can be summed up as follows: first, the proposed model has performed 

better than the benchmark study on the SOCOFing dataset [10]. Most existing methods used single 

precitive methods. However, ensembles are utilized to produce greater predictive performance than a 

single predictive model on a predictive modeling challenge. This is accomplished by adding bias to the 

model, which reduces the variance component of the prediction error (i.e. in the context of the bias-

variance trade-off). Hence, a major reason our proposed method obtained substantial improvement over 

existing methods. Performance accuracy has improved from 75.2% to 98% on the same dataset. 

Secondly, it is an improvement on other existing model trained on same dataset. Thirdly, the proposed 

model architecture is simpler compare to other complex architecture model such as RESNET-34 used 

on same dataset. A close examination of Table. 5 reveals that the finding achieved by the proposed model 

is comparable to those of the existing state-of-the-art model. Despite the complexity of transfer 

learning-based methods, the proposed model outperforms them with its high level of accuracy and 

simplicity. Clearly, ResNet and DCNN-based models have a significantly higher computational 

complexity than the proposed method. Table. 6 provides a comparison of the number of trainable 

parameters of the most typical deep architectures employed in the study. The cost and time-effectiveness 

of the proposed model is clearly indicated in Table. 6. 

Table 6.  Number of trainable parameters of the deep architectures used in the studies 

Model Trainable Parameters 
ResNET-34 21.5M 

DCNN 7.2M 
DDC-ResNet 12.8M 

Proposed DHVE 1.7M 

4. Conclusion 
This study has presented a model on the subject of human gender classification based on fingerprint. 

We highlighted the importance and the need for more simplified but effective deep learning architecture 

compare to complex pre-trained architectures. In this paper, we have presented a simpler deep learning 

Author(s) Approach Model Performance Accuracy (%) 

[10] ResNET-34 75.2 

[32] Systematic Pixel Counting 93.3 

[29] DCNN – based 91.3 

[33] DDC-ResNet 96.5 

Proposed Model DHVE 98.0 
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ensemble model that is able to perform effectively with other state-of-the-art models. The architecture 

of the model includes image enhancement techniques by applying histogram equalization and bilateral 

filter before feeding the fingerprint images into the deep learning model for feature extraction and 

classification. This paper has improved on the benchemark work on SOCOFing dataset. The proposed 

deep learning model achieved more than 21% higher accuracy when compared with the pre-trained 

method used in the benchmark study on SOCOFing dataset. Our future work will include performance 

analysis of each of the various finger types in predicting human gender classification. 
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